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ABSTRACT 
The existing edge detection operators are used in image processing techniques for many appliances. They have also some 

limitations in practice which are the slow process and gives noisy outputs. But, the accuracy and time consumption of those 

operators are very important to the exacted result. This research paper has proposed the edge detection algorithm, which is 

reducing the limitations and drawback of existing operators. The Butterworth filter, More Weighted Derivative Mask and 

Double thresholding techniques are used to get the more accurate results, noiseless outcomes and speed process. The drawbacks 

of existing operators will be surely replaced by the proposed method. 
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I.     INTRODUCTION 

Edge detection of the images is an important factor in 

image processing algorithms. There are many more edge 

detection algorithms are proposed by many researchers. But, 

they have some limitations like poor accuracy, noisy and slow. 

The proposed method is used to reducing those limitations for 

the consummate edge detection processes. In our previous 

work, the existing edge detection operators (Sobel, Robert, 

Prewitt, LoG and Canny) are reviewed and their drawbacks 

are discussed. In this work, those founded limitations are 

reduced by using this efficient edge detection algorithm. 

Finally, the performance of proposed algorithm has been 

analyzed and accurate levels will be compared with the 

existing operators. 

II.     LITERATURE REVIEW 

In our previous work [1], many existing edge detection 

algorithms are reviewed and the limitations are distinguished 

from other operators. Canny edge detector [2], having more 

accuracy and low level of Peak Signal to Noise Ratio values 

(dB). But, its speed is very poor when it is executed in 

practice. A novel particle swarm optimization approach is 

proposed [3], which gives more accurate edge detector than 

the canny operator. The proposed data fusion technology 

method [4] is complex to reduce the noise when compared to 

the Canny operator. Except for speed, the Canny operator is 

the ideal one than other edge detection operators.  

 

After the Canny operator, the Sobel operator [5] is 

maximally used by researchers for those simple form.  In the 

DCT domain [6], the Sobel operator is performed well and the 

edges are accurately separate from the image than the 

proposed method. Because of its less reliable in the process, 

the Improved Sobel Edge Detector is proposed [7] to reducing 

its limitation but not more difference in proposed and existing 

algorithm. Robert and Prewitt operators are easily executed, 

but its accuracy is very low and its noise ratio is also higher 

than other operators.  

 

From these reviews, the proposed method should be easily 

executed one and give more accurate output images. They 

could not distract the original image structure and intensity 

features. The detected edges should be more sharpen and 

separated from the background noises. The noiseless outputs 

are needed for the edge detection applications. So any type of 

noises (like Salt and Pepper noise, Speckle Noise, Poisson 

Noise and Gaussian Noise) will be present in the images, the 

proposed method should clear those noise pixels.  

III. PROPOSED METHOD 

 
Fig. 1  Block Diagram 

Fig.1 demonstrates the entire process of proposed edge 

detection algorithm. Naturally all images are having noises, so 

the smoothing is a very important step to the noiseless image 

and accurate result. Secondly, the derivative masks are used 

for the edge detection operation. Then, the Non-maximum 

values are eliminated by using Non-Maximum suppression. 

Finally, the double thresholding of image will be processed 

with two level of values for sharpening the detected edges. 
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The following steps and equations are explaining the proposed 

method theoretically.  

 

Step 1: In this work, the image smoothing is done by using 

High pass Butterworth filter. The transfer function for the nth 

order of Butterworth High pass filter is given [11] as follows 

 --- (1) 

 

Where I0 is the cut-off frequency, I(u,v) is input image and 

Is(u,v) is smoothed image.  

 

Step 2: After applying Butterworth filter, the smoothed 

image is convoluted with a mask for edge detection. 

Commonly, all edge detected masks are also called as the 

derivative masks. We also propose one derivative mask as 

follows 
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      --- (2) 

The above mask M obeyed the properties of derivative 

masks, which are the presence of negative sign and sum of 

mask is equal to zero. Now the mask M is convoluted with the 

smoothed image Is(u,v) 

 --- (3) 

 Where Im (u, v) is the masked image.  

 

Step 3: In the image of Im (u, v) is an arrangement of 

maximum and non-maximum intensity values. The unwanted 

edges are also taken as the noise. So, the unwanted non-

maximum values should be suppressed for the noise free edge 

detection process [12-14]. It is also used to sharpening the 

edges (only maximum values).  

 

Step 4: After the Non-Maximum Suppression, there is also 

some of the unwanted edges are acquired. By using double 

thresholding process [15], we will reduce these type of noise 

and its intensity values are considered as follows, 

 

    --- (4) 

 

From Eqn.5, we set two values in between 0 and 1 in 

double thresholding process. For example =0.65 and 

= 0.8, then the intensity values are larger than 0.8 will be 

a strong edge and lower than 0.65 will not be considered. 

Finally,  is the output image and the edges of the 

images will be detected clearly.   

 

IV. PERFORMANCE ANALYSIS 

This work proposes to reduce the limitations of other edge 

detection operators. So the calculations of its accuracy, noise 

ratio and its execution time are very important to the ideal 

edge detecting operator. So, the proposed method will be 

analysed with other existing methods. The same input images 

are taken[1] for our research purpose. Those images are 

corneal images of various diseases, which are Age-related 

Macular Degeneration (AMD), Diabetic Macular Edema 

(DME), Retinal Vein Occlusion (RVO), Choroidal Neo 

Vascularization (CNV) and Pathologic Myopia (PM).  

A. Smoothing 

In this work, the High pass Butterworth filter [16] is 

proposed, because of the Low pass and High boost type of 

Butterworth filters are having very low accuracy than High 

pass Butterworth filter [18]. So, it should be compared with 

other filters. Here, seven other filters are taken to prove the 

efficiency of Butterworth filter. Those filters are Box filter, 

Disk filter, Exponential filter [19, 20], Gaussian filter [21], 

Mean filter [22], Median Filter [23] and Weiner Filter [24]. 

The results of smoothed images of various corneal diseases 

are shown in Fig.2 and the Accuracy, PSNR (dB) and 

Execution time for those filters are tabulated in Table.1. 

Accuracy is calculated from its TP, TN, FP and FN. Peak 

Signal Noise Ratio is calculated from MSE value and 

expressed in dB. The execution time is the difference between 

the starting time and end time of the process and expressed in 

seconds. 
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Fig.2 Smoothing results for Various Filters 

Table. 1 Smoothing results for Various Filters 

  

The great benefit of Butterworth filter is easily changing its 

nth order for sharpening the input image. From Table.1, the 

accuracy of the Gaussian Filter is better than Butterworth 

filter. But its PSNR (dB) value and Execution time (Sec) is 

very poor when compared to the Butterworth filter. The 

execution time of Butterworth filter is very faster than other 

filters.  

The accuracy of the Mean filter is very nearer to the 

Butterworth filter but its noise ratio is so high. By using the 

Weiner filter, Exponential filter, Median filter and Box filter, 

the output images of those filters having high noise ratio in its 

peak signal. The disc filter having very low accuracy, its time 

consumption is very high, which takes 0.36 sec for AMD 

disease image and the PSNR value of disc filter is also higher 

(10.61dB) than other filters.  

 

Comparatively, the accuracy of the Butterworth filter is 

very nearer to the Gaussian filter. At the same time, the 

Butterworth filter is very faster than the other filters and it is 

executed in 0.16sec. The main drawback of the Gaussian 

filter is time consuming, which takes 0.32 sec. This limitation 

is reduced by Butterworth filter. 

B. Masking 

The derivative masks are used to detecting edges. The 

various values of masks are used which are named as Mask A, 

B, C, D and E and the Mask E is used in this work. Under the 

properties of masking technique, the more weighting values 

detect more edges. The masks are as follows, 
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Mask A is vertical a mask of Sobel operator and its center 

of the column is zero. So, it calculates the difference of values 

on both sides and the more weight is given to the center value 

so the edge intensity will be high and sharpen. 

 

Mask B is looking like the Negative Laplacian operator. 

The center of the value is high but every direction around the 

edges are same and negative value. Mask D is also same as 

Mask B but it is 5 x 5 matrix and more weighted values. Also, 

the Mask C and Mask E are having the same arrangement of 

values, which are vertically and horizontally centered values 

are zero. But more weight is given to the Mask E and is 5 x 5 

matrix. After the masking operation using Eqn.3, the results 

of images are shown in Fig.3 and the values of accuracy, 

PSNR and Execution time values are tabulated in Table.2. 

Fig.3 Masking results for Various Masks 

From Fig.3 and Table.2, for AMD images the accuracy of 

Mask C and Mask E are higher than other masks, which 

realizes that the values of zeros in the center of rows and 

columns increased the intensity of the edges. Mask D has also 

more accuracy but its error ratio is higher than Mask E. For 

AMD disease image, Mask E is executed in 0.06 sec which is 

slower than Mask C, but the main drawback is the noise ratio 

of peak signal for Mask C is so high. Comparatively, Mask A 

and Mask B are having the highest noise ratio and they get 

very slow process when compare to the other masks.  

Table.2 Masking results for Various Masks 

 

From this analysis, Mask E is good for the masking 

technique. It detects more edges and which are sharpened 

with high-intensity values. It will be reduced the limitations 

of other masks. 

C. Non Maximum Suppression 

From Fig.3, after the masking process, there are many 

more edges are detected in the result images. Accompanied 

by the edges, there are many Non-Maximal values are also 

distracting the original edges. So that the Non-Maximum 

values are suppressed by (NMS) process. 

 Category AMD DME RVO CNV PM 
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Image 
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. Fig. The disease images for before and after the Non-

Maximum Suppression 

After the process of Non-Maximum Suppression, the low 

level intensity values are fully suppressed is shown in 

Fig.4. Now, the detected edges are separated from edge 

noises and also they are sharper than masked image by the 

human vision.   

D. Thresholding 

For the single threshold value, we will give only one 

constant value T. In this work, we are using double threshold 

values which are Tmin and Tmax. In this process the intensity 

values, which are lower than Tmin value, whose pixels are 

replaced with black pixel (set to 0) other pixels are replaced 

with white pixels (set to 1). Here, the five types of ranges are 
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taken for the thresholding process. The results of those 

threshold values are shown in Fig.5.  

 

. Fig.5 The disease images for before and after Double 

Thresholding 

The lower and higher threshold values are taken as 0.5-0.6, 

0.5-0.7, 0.55-0.7, 0.6-0.8 and 0.65-0.8. These are sharpening 

the edges and the performance will be analyzed by Table.3 as 

follows. 

Table.3 Thresholding Results for various Tmin, Tmax levels 

 

From Table.3, the accuracy is very high for all disease 

images in the thresholding level of Tmin= 0.65 and Tmax=0.8. 

For AMD disease, the accuracy of those threshold levels is 

calculated as 0.94. The comparison of PSNR value in Tmin= 

0.65 and Tmax=0.8 level is lesser than with other levels. This 

gives the solution as the interval of Tmin= 0.65 and Tmax=0.8 

level is the noiseless and more sharpening edge detecting 

thresholding values. The main reason for taking this 

thresholding interval level in which execution time is very low 

(0.09sec). But other levels are slower (more than 0.09sec) than 

the Tmin= 0.65, Tmax=0.8 level.  

 

From the performance analysis, the edge detection steps by 

using the Butterworth filter, Mask E and Double thresholding 

(Tmin= 0.65, Tmax=0.8) level are giving the best results. They 

are more accurate, noiseless and fast. So, the proposed method 

will be more efficient one. 

V. RESULTS AND DISCUSSION 

The original image and its edge detected images by using 

proposed method for preferred corneal diseases are shown in 

Fig.6.  
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. Fig.6 Final Edge detected Results for Proposed Edge 

Detector 

From Fig.5 the edges are accurately detected by using the 

proposed method. They are very sharp and noise free edges as 

per the human vision. But, the main goal of this work is 

reducing the limitations of other edge detection operators. So, 

the comparative studies of proposed edge detection algorithm 

with existing operators is the must. Now, the accuracy, noise 

ratio and its speed of proposed method will be analyzed with 

existing methods.  

Table.4 Results for Proposed Edge Detector 

Disease 

Name 

Accuracy PSNR(dB) Execution 

Time (sec) 

AMD 0.96 7.71 0.31 

DME 0.89 6.85 0.24 

CNV 0.81 6.13 0.26 

RVO 0.93 8.26 0.25 

PM 0.97 8.77 0.33 

 

 

From Table.4, the results are tabulated for the proposed 

method.  There are three types of parameters are used to 

analyzing the performance of proposed edge detector.  These 

results are compared with the results of existing edge 

detectors, which are already calculated in our previous work. 

The comparative studies between proposed and existing edge 

detection operators are as follows. 

 

 

. Fig.7 Comparison of Accuracy values 

 

In Fig.7, the accuracy values of edge detectors are 

calculated. For only AMD disease, the Canny edge detector 

has the more accuracy (0.98) otherwise the proposed method 

is more accurate than the Canny operator in all images. As the 

calculation of accuracy, there is no more difference between 

Canny and Proposed algorithm. But, when compared to the 

other operators (LoG, Prewitt and Sobel) are having very low-

level accuracy. From these discussions, the Canny and the 

proposed method are more accurate than others. 
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. Fig.8 Comparison of Peak Signal to Noise Ratio (dB) values 

 

Commonly PSNR (dB) value should be very low, then only 

the edge detection operator is more coherence and noiseless 

result. From Fig.8, the proposed method is having very low 

noise ratio when compared to the others. For the result of 

DME disease image, the Canny operator is also noiseless 

output image but not in other disease results. In the CNV 

disease image, the Robert operator is nearer to the noiseless 

level but it performs very noisy conditions to detect the edges 

in another result. Otherwise, Sobel operator gives very poor 

edge detection results and Prewitt and LoG are also lost their 

efficiency level in the readings of PSNR (dB) calculation.  

 

 

 

. Fig.9 Comparison of Execution Time (Sec) values 

Then the execution time values of edge detectors are shown 

in Fig.9. The main drawback of the Canny edge detection is 

very slow when compared to the Robert and LoG operators. 

Now, the proposed method is also faster than the Canny edge 

detector. For DME disease image results, the proposed 

operator is quickly executed (0.24 sec) than the Canny edge 

detector (0.38 sec). The Sobel and Prewitt operators are also 

very slower than proposed edge detection algorithm.  
 

VI. CONCLUSION 

The efficiency of proposed edge detection algorithm is 

proven by the performance analysis and results of this work. 

By using this proposed algorithm, the more accurate, noiseless 

and speed edge detection is possible in practice. Also, the 

limitations of other edge detectors are reduced by the 

proposed method.  The most used edge detector is the Canny 

detector, which will be replaced (for poor execution time) by 

the proposed algorithm for the more effective and speed 

process.  
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