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ABSTRACT 

There are different ways an algorithm can model a problem based on its interaction with the experience or environment or 

whatever we want to call the input data. It is popular in machine learning and artificial intelligence textbooks to first consider the 

learning styles that an algorithm can adopt. There are only a few main learning styles or learning models that an algorithm can 

have and we’ll go through them here with a few examples of algorithms and problem types that they suit. This taxonomy or way 

of organizing machine learning algorithms is useful because it forces you to think about the roles of the input data and the model 

preparation process and select one that is the most appropriate for your problem in order to get the best result. Due to the 

epidemic, online course learning has become a major learning method for students worldwide. Analyzing its massive data from 

the massive online education platforms becomes a challenge because most learners watch online instructional videos. Thus, 

analyzing learners’ learning behaviors is beneficial to implement personalized online learning strategies with sentiment 

classification models. The experimental results show that, in the process of “massive data mining,” personalized learning 

strategies of this model can efficiently enhance students’ interest in learning and enable different types of students to develop 

personalized online education learning strategies. 
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I.     INTRODUCTION 

When crunching data to model business decisions, you are 

most typically using supervised and unsupervised learning 

methods. A hot topic at the moment is semi-supervised 

learning methods in areas such as image classification where 

there are large datasets with very few labeled examples.  

Learner sentiment analysis can be performed by collecting, 

analyzing, and representing data related to learners’ 

interactions with the course that provides researchers and 

teachers with an opportunity to understand learners’ behavior 

and assess their performance through their interactions with 

the video content [5]. Several studies on learner engagement 

and explorations of patterns of learner behavior with video 

interactions have focused on analyzing data collected from 

learners’ interactions with different forms of course [6–8].  

Educational environments face increasing complexity and 

diversity [11]; for example, students from different locations 

can take the same course. With regard to diversity, 

instructional designers are constantly challenged to adapt to 

the individual needs of students. Therefore, they must adopt 

teaching methods that are appropriate for different students 

[12]. This is the reason for the popularity of personalized 

learning. Personalized learning defined in the National 

Educational Technology Initiative supported by the U.S. 

Department of Education means that learning platforms can 

optimize learning paths and instructional methods based on 

the needs of each learner [13]. Such a learning platform 

allows students to pursue their personal learning goals at their 

own pace [14]. Thus, the main benefit of personalized 

learning is its ability to adapt to the needs of different 

students. This benefit is supported by empirical evidence, 

which suggests that personalized learning allows instructional 

designers to meet students’ needs and helps students clarify  

 

and improve their understanding of learning objectives 

[15, 16]. 

II.     DIFFERENT LEARNING STYLES IN MACHINE 

LEARNING ALGORITHMS 

A.  

Supervised & Unsupervised Learning 
Input data is called training data 

and has a known label or result 

such as spam/not-spam or a stock price 

at a time. A model is prepared through a 

training process in which it is required to 

make predictions and is corrected when 

those predictions are wrong. The training process continues 

until the model achieves a desired level of accuracy on the 

training data. Example problems are classification and 

regression. Example algorithms include: Logistic Regression 

and the Back Propagation Neural Network. Unsupervised 

Learning Input data is not labeled and does not have a known 

result. A model is prepared by deducing structures present in 

the input data. This may be to extract general rules. It may be 

through a mathematical process to systematically reduce 

redundancy, or it may be to organize data by similarity. 

Example problems are clustering, dimensionality reduction 

and association rule learning. Example algorithms include: the 

Apriori algorithm and K-Means. 
 Input data is called training data and has a known 

label or result such as spam/not-spam 

or a stock price at a time. A model is 

prepared through a training process in 

which it is required to make predictions 
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and is corrected when those predictions are wrong. The 

training process continues until the model achieves a desired 

level of accuracy on the training data. Example problems are 

classification and regression. Example algorithms include: 

Logistic Regression and the Back Propagation Neural 

Network. Unsupervised Learning Input data is not labeled and 

does not have a known result. A model is prepared by 

deducing structures present in the input data. This may be to 

extract general rules. It may be through a mathematical 

process to systematically reduce redundancy, or it may be to 

organize data by similarity. Example problems are clustering, 

dimensionality reduction and association rule learning. 

Example algorithms include: the Apriori algorithm and K-

Means. 
 

B. Semi-Supervised Learning 

Input data is a mixture of labeled and 

unlabelled examples. There is a desired 

prediction problem but the model must 

learn the structures to organize the data 

as well as make predictions. Example 

problems are classification and 

regression. Example algorithms are 

extensions to other flexible methods that make assumptions 

about how to model the unlabeled data. Most Common Types 

of Algorithms 

Algorithms are often grouped by similarity in terms of their 

function (how they work). For example, tree-based methods, 

and neural network inspired methods. I think this is the most 

useful way to group algorithms and it is the approach we will 

use here. This is a useful grouping method, but it is not 

perfect. There are still algorithms that could just as easily fit 

into multiple categories like Learning Vector Quantization 

that is both a neural network inspired method and an instance-

based method. There are also categories that have the same 

name that describe the problem and the class of algorithm 

such as Regression and Clustering. We could handle these 

cases by listing algorithms twice or by selecting the group that 

subjectively is the “best” fit. I like this latter approach of not 

duplicating algorithms to keep things simple. In this section, 

we list many of the popular machine learning algorithms 

grouped the way we think is the most intuitive. The list is not 

exhaustive in either the groups or the algorithms, but I think it 

is representative and will be useful to you to get an idea of the 

lay of the land. 

C. Regression Algorithms 

Regression is concerned with modeling the 

relationship between variables that is 

iteratively refined using a measure of error 

in the predictions made by the 

model.Regression methods are a 

workhorse of statistics and have been co-

opted into statistical machine learning. This may be confusing 

because we can use regression to refer to the class of problem 

and the class of algorithm. Really, regression is a process. The 

most popular regression algorithms are: 

• Ordinary Least Squares Regression (OLSR) 

• Linear Regression 

• Logistic Regression 

• Stepwise Regression 

• Multivariate Adaptive Regression Splines (MARS) 

• Locally Estimated Scatterplot Smoothing (LOESS) 
 

 

 

 

 

D. Instant-Based Algorithms 

Instance-based learning model is a decision 

problem with instances or examples of 

training data that are deemed important or 

required to the model. Such methods 

typically build up a database of example 

data and compare new data to the database 

using a similarity measure in order to find the best match and 

make a prediction. For this reason, instance-based methods are 

also called winner-take-all methods and memory-based 

learning. Focus is put on the representation of the stored 

instances and similarity measures used between instances. The 

most popular instance-based algorithms are:k-Nearest 

Neighbor (kNN) 

• Learning Vector Quantization (LVQ) 

• Self-Organizing Map (SOM) 

• Locally Weighted Learning (LWL) 

• Support Vector Machines (SVM) 

E. Regularization Algorithms 

An extension made to another method 

(typically regression methods) that 

penalizes models based on their 

complexity, favoring simpler models that 

are also better at generalizing. I have listed 

regularization algorithms separately here 

because they are popular, powerful and 

generally simple modifications made to 

other methods. The most popular regularization algorithms 

are:Ridge Regression 

• Least Absolute Shrinkage and Selection Operator 

(LASSO) 

• Elastic Net 

• Least-Angle Regression (LARS) 

F. Decision Tree Algorithms 

Decision tree methods construct a model 

of decisions made based on actual values 
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of attributes in the data. Decisions fork in tree structures until 

a prediction decision is made for a given record. Decision 

trees are trained on data for classification and regression 

problems. Decision trees are often fast and accurate and a 

big favorite in machine learning. The most popular decision 

tree algorithms are:  
Classification and Regression Tree (CART) 

• Iterative Dichotomiser 3 (ID3) 

• C4.5 and C5.0 (different versions of a powerful 

approach) 

• Chi-squared Automatic Interaction Detection 

(CHAID) 

• Decision Stump 

• M5 

• Conditional Decision Trees 
 

G. Artificial Neural Network Algorithms 

Artificial Neural Networks are models 

that are inspired by the structure and/or 

function of biological neural 

networks.They are a class of pattern 

matching that are commonly used for 

regression and classification problems 

but are really an enormous subfield 

comprised of hundreds of algorithms and 

variations for all manner of problem 

types. Note that I have separated out Deep Learning from 

neural networks because of the massive growth and popularity 

in the field. Here we are concerned with the more classical 

methods. The most popular artificial neural network 

algorithms are: 

• Perceptron 

• Multilayer Perceptrons (MLP) 

• Back-Propagation 

• Stochastic Gradient Descent 

• Hopfield Network 

• Radial Basis Function Network (RBFN) 

H. Deep Learning Algorithms 

Deep Learning methods are a modern 

update to Artificial Neural Networks 

that exploit abundant cheap 

computation. They are concerned with 

building much larger and more 

complex neural networks and, as 

commented on above, many methods 

are concerned with very large datasets 

of labelled analog data, such as image, 

text. audio, and video. The most popular deep learning 

algorithms are: 

• Convolutional Neural Network (CNN) 

• Recurrent Neural Networks (RNNs) 

• Long Short-Term Memory Networks (LSTMs) 

• Stacked Auto-Encoders 

• Deep Boltzmann Machine (DBM) 
• Deep Belief Networks (DBN) 

III. CONCLUSIONS 

This paper proposes a context-aware network model based on 

transfer learning, which aims to predict learners’ performance 

by solving their problems and improving the educational 

process, contributing to a comprehensive analysis of such 

student behavior and exploring various learning models. The 

scheme in this paper achieves a certain effect of personalized 

learning strategy, but the model is too large, and the model 

structure can be optimized in the future.  
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