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ABSTRACT 
Vehicular Ad Hoc Networks (VANETs) is an imperative communication paradigm in recent mobile computing for 

transferring message for either condition, road conditions. A protected data can be transmitted through VANET, 

LEACH protocol based clustering and Light Weight cryptographically Model is considered. At first, grouping the 

vehicles into clusters and sorting out the network by clusters are a standout amongst the most widespread and most 

adequate ways. This in mechanism gives a solution to control the assaults over the VANET security. This security 

demonstrates actualized in NS2 simulator with a simulation parameter, and furthermore, our proposed secure data 

transmission contrasted with existing security methods. 
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I. INTRODUCTION  

Vehicular Ad-Hoc Network (VANET) is a 

developing zone in networking, other than the discern 

security applications and driver support that frame the 

fundamental reason for which the VANET has risen; 

there are applications for traveler comfort and online 

stimulation [1-10]. Vehicles specifically speak with 

various vehicles and send information in regards to car 

influxes, cautioning messages with Road-Site Unit 

(RSU) which is fasten hardware in roads [11-20]. 

Clustering is the technique for creating coherently 

gatherings of the network by some appropriate 

standard and control in vehicles [21-39]. The Security 

is increasingly essential in VANETs because of the 

absence of centralization, dynamic topology [40]. 

Because of this, it is hard to recognize noxious, acting 

up and broken nodes or vehicles in the network. 

Primarily trust models depend on confirming vehicles 

and give fitting trust value to all vehicles [41]. 

In existing security model in Beacon based 

trust framework (RABTM) utilized, that is roundabout 

event based trust utilized for trust foundation and 

signal message and occasion message to decide the 

reliability estimation of that event [42-49]. The goal of 

VANET is giving road safety [7], improving traffic 

productivity yet it is a network, so VANET 

additionally has difficulties about security and is 

inclined to assault, we will consider reliability 

investigation in created VANET structure [50-55].  

II. LITERATURE SURVEY  

In 2018 Rajdeep Kaur et al, [56] have recommended 

the VANETs remote discussion between cars in this  

 

 

manner attackers rupture secrecy, security, and 

genuineness properties which affect further insurance. 

It’s exhibited the safety challenges and existing 

threads in the VANET framework. The reliability of 

such applications was approved through genuine 

portability information from an expansive vehicular 

testbed were presently sent [57] Enhance the steering 

execution in terms of transmission time and better 

availability [58]. The FF algorithm on the VANET 

improves the execution of routing by effective packets 

transfer from the source vehicle to goal vehicle. Inter-

vehicle communication has pulled in consideration 

since it tends to be relevant not exclusively to elective 

networks yet in addition to different correspondence 

frameworks, Fuzzy-based cluster head selection was 

utilized by Kosuke Ozera et al. [60]. In 2014 

Mohamed Nidhal Mejri et al. [61] has been proposed 

the protection and security challenges that should be 

defeated to make such networks safety usable 

practically speaking. It recognizes all current security 

issues in VANETs and orders them from a 

cryptographic perspective. It regroups studies and 

thinks about additionally the different cryptographic 

plans that have been independently recommended for 

VANETs, assesses the proficiency of proposed 

arrangements [62]. 

III. METHODOLOGY FOR WSN 

SECURITY  

VANET network security in WSN, Lightweight 

cryptographically model is utilized. For the most part 

in security examination, the attackers are physically 

caught to the real sensor vehicles, the real vehicles 

have not strong security, so the assailants effectively 
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supplant the phony nodes and access all data. So our 

enhanced security model initially distinguished the 

reliability nodes by an optimization procedure that is 

Random Firefly (RFF) Approach with clustering. 

From this reliability of vehicle nodes and remote 

connections, in packet forwarding of the sensors are 

addressed adequately in an orderly way with the 

assistance of a trust-based frame ceaselessly. In the 

wake of finding the reliability nodes in network 

topology, the LWC model used to secure the data 

transmission in sender to a beneficiary with expecting 

routing model. 

3.1 Routing Scenario with Clustering Model 

Cluster formation processes the cluster heads 

to choose the vehicle nodes in each cluster. The node 

transmits to the cluster head clearly and in multi-hop 

of all vehicle node will send their information through 

the neighbor node. For a cluster based sensor network, 

the cluster arrangement plays a key part to the cost 

shrink, where cost alludes to the outlay of setup and 

support of the sensor networks. This cluster formation 

model, the routing protocol is extremely critical, in our 

work LEACH protocol is used. It's to decrease energy 

consumption by conglomerating data and to lessen the 

transmissions to the base station. 

3.2 Security analysis 

Lightweight cryptography is a cryptographic 

algorithm or protocol custom-made for usage in 

obliged conditions. Lightweight cryptography adds to 

the security of VANET networks in light of its 

effectiveness and little impression. LWC can be 

characterized by lightweight block ciphers, lightweight 

hash functions, and lightweight public key 

cryptography. In our proposed investigation, the 

security for VANET process utilized Light Weight 

Hash Function (LWHF) to secure the data. A hash 

function takes messages of self-assertive information 

sizes and delivers yield messages with a fixed size. 

Here, we consider any one of the hash function HF: 

Collision resistance: It is hard to discover two distinct 

messages; for instance let us accept two messages, for 

example, f1 and f2; with the end goal 

( ) ( )21 fHfH = this requires at any rate 
2/2n

work 

Preimage- resistance: The known hash value ( )fH , 

it is hard to discover f , this involves n2 work. 

Second Preimage-resistance: specified 1f , it is 

complex to locate a diverse input 2f  such that 

( ) ( )21 fHfH = and this involves at least n2 work.  

IV. RESULT ANALYSIS 

In this result part talked about the 

performance of the enhancement strategies; some 

performance measures are utilized and contrasted and 

existing systems. The proposed framework is 

actualized in the Java programming language with the 

JDK 1.7.0 in a windows machine containing the 

configurations, for example, the Intel (R) Core i5 

processor, 1.6 GHz, 4 GB RAM, and the operating 

system platform is Microsoft Window7 Professional. 

 

 

 

Fig.1: Reliability analysis 

 

Figure 1 shows the reliability analysis for various 

vehicle nodes. This analysis compares with proposed 

(LEACH-RFF) into LEACH-FF and AODV-FF. Here, 

we take 50-200 vehicle nodes for reliability analysis. 

The analysis depicts that the proposed model 

(LEACH-RFF) finds out best reliability nodes 

compared to other techniques.   
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Table 1: Measures for Proposed VANET security 

Number 

of 

Vehicles 

PDR 

(%) 
NLT(hrs) 

EC 

(J) 

Security 

(%) 

50 96 119 105 94.67 

100 94 124 127 87.67 

150 88 126 128 82.45 

200 83.56 145 134 90 

 

Table 1 shows the performance measures such as 

PDR, NLT and EC results for proposed model are 

illustrated based on a number of vehicles. And also, 

encryption, decryption time, clustering level and 

security obtained percentage are shown in this table. 

The encryption time and decryption time are lower for 

less number of vehicles.  

V. CONCLUSION 

In this paper, we analyzed the LWC-Hash function 

model for improving the security of vehicles that are 

communicating with the VANET. The data which 

transmitted safely and the misbehaviors likewise 

identified effectively.. The fundamental advantages of 

LWC in VANET are low interest for asset and for 

power consumption and the execution time as low. 

From the implementation results, our proposed work 

(LEC-LEACH) is compared with AES, DES strategy 

with some execution measure like NLT, PDR, and EC. 

In future, weighted clustering model with mobility 

vehicles is utilized to enhance the security of data 

transmission process alongside the correspondence of 

traffic controller. 
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